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Design of High-throughput and Area efficient 
hardware using AES Algorithm 
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Abstract— The Advanced Encryption Standard is a replacement for Data Encryption Standard, which is not only has comparable security 
strength, but also achieves significant improvement of energy efficiency for both software and hardware implementation. In encryption 
process, the AES accepts a plaintext input, which is limited to 128 bits and a key that can be specified to be 128 bits to generate the Cipher 
text and in similar manner of decryption process. The AES can be implemented in different granularities and task parallelism as a onetime 
one Processor (OTOP), Small Encryption, Parallel Mixed Column and Full Parallelism. We map these implementations using Modelsim. 
The proposed design occupies less area and small delay by reducing the number of cores and also achieves the higher throughput 
performance per chip area. 

Index Terms— Advanced Encryption Standard (AES), Decryption process, Fine grain many core system, Full parallelism, Model sim, 
Parallel processor, Synchronous Dataflow, Model sim 

——————————      —————————— 

1 INTRODUCTION                                                                     
ryptography is a technique used for creating and using a 
cryptosystem or cipher to prevent all the data and infor-
mation and for communicating sensitive material across 

computer networks 
In 1997 the National Institute of Standards and Technology 

(NIST), a branch of the US government, started a process to 
identify a replacement for the Data Encryption Standard 
(DES). It was generally recognized that DES was not secure 
because of advances in computer processing power. The NIST 
invited cryptography and data security specialists from 
around the world to participate in the discussion and selection 
process. In 2001, the NIST selected the Rijndael algorithm also 
called Advanced Encryption Standard (AES) which is in 
common use today. The AES has been used various applica-
tions such as, military application, banking sectors, automated 
teller machines, government information transactions, secure 
communication, Radio frequency identifier (RFID), smart 
cards, digital audio and video recorders and so on. 

The first AES implementation is a combination of the Sub-
Bytes, ShiftRows, and MixColumns phases in the AES algo-
rithm and the AES system can achieves the throughput per 
chip area through parallelism. These common techniques used 
to enhance the performance of a system In general, the hard-
ware implementations of AES offer higher throughput and bet-
ter energy efficiency than software designs but it is time con-
suming. The AES can be implemented in different granularities 
and task parallelism as a OTOP, Small Encryption, Parallel 
Mixed Column and Full Parallelism using inverse transfor-

mation techniques of decryption process. 
While designing the system, the area should be major concern, 

the area is represented by the number of cores required to im-
plement applications. The proposed design occupies smaller 
area translates into fewer used cores and leaves more opportu-
nities for dealing with other applications on the same platform 
simultaneously. 

2    ADVANCED ENCRYPTION STANDARD 
The AES encryption algorithm is a symmetric block cipher 
that uses an encryption key for several rounds and works on a 
single block of data at a time. In the case of standard AES en-
cryption the block is 128 bits, or 16 bytes, in length. The term 
“rounds” refers to the way in which the encryption algorithm 
mixes the data re-encrypting it ten to fourteen times depend-
ing on the length of the key. The AES algorithm is not a com-
puter program or computer source code but also a mathemati-
cal description of a process of obscuring data. 

 
AES encryption uses a single key as a part of the encryption 

process. The key can be 128 bits (16 bytes), 192 bits (24 bytes), 
or 256 bits (32 bytes) in length. The term 128-bit encryption 
refers to the use of a 128-bit encryption key. With AES both 
the encryption and the decryption are performed using the 
same key. This is called a symmetric encryption algorithm. 
Encryption algorithms that use two different keys, a public 
and a private key, are called asymmetric encryption algo-
rithms. An encryption key is simply a binary string of data 
used in the encryption process. Because the same encryption 
key is used to encrypt and decrypt data, it is important to keep 
the encryption key a secret and to use keys that are hard to 
guess. Some keys are generated by software used for this spe-
cific task. Another method is to derive a key from a pass 
phrase. Good encryption systems never use a pass phrase 
alone as an encryption key. 

Side channel Attacks are attacks on the implementation of 
AES, not on the input or the AES cipher text.  It attempts to 
correlate various measurements of the encrypting tool with 
time in an attempt to guess the key.  The algorithm on the Pen-
tium III running FreeBSD 4.8 and by measuring time delays 
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between the CPU and memory was able to successfully guess 
the key in under 100 minutes.  

3   OPERATION OF AES 
The AES also called as Rijndael which was designed to have 
the following characteristics: 

• Resistance against all known attacks. 
• Speed and code compactness on a wide range of plat-

forms. 
• Design Simplicity 
The algorithm begins with an Add round key stage fol-

lowed by 9 rounds of four stages and a tenth round of three 
stages. This applies for both encryption and decryption with 
the exception that each stage of a round the decryption algo-
rithm is the inverse of its counterpart in the encryption algo-
rithm. The four stages are as follows: 

1. Substitute bytes 
2. Shift rows 
3. Mix Columns 
4. Add Round Key 
The tenth round simply leaves out the Mix Columns stage. 

The first nine rounds of the decryption algorithm consist of 
the following: 

1. Inverse Shift rows 
2. Inverse Substitute bytes 
3. Inverse Add Round Key 
4. Inverse Mix Columns 
These different modules of operation can be implemented 

using AES for analyzing the area throughput tradeoffs on the 
Full-parallelism. 

3.1 SUB BYTES  
The Sub Bytes operation is a nonlinear byte substitution. 

Each byte from the input state is replaced by another byte ac-
cording to the substitution box (called the S-box). The S-box is 
computed based on a multiplicative inverse in the finite field 
GF (28) and a bitwise affine transformation using Figure 1.1 

The implementation of the composite field S-BOX is ac-
complished using combinational logic circuits rather than us-
ing pre-stored S-BOX values. S-BOX substitution starts by 
finding the multiplicative inverse of the number in 

 
 
 
 
 
 
 
 

 
Figure 1.1 Internal Blocks 

  

3.1.1 SUB ADDITION IN GF (2^4)  
 Addition of 2 elements in Galois Field can be translat-
ed to simple bitwise XOR operation Addition of 2 elements in 

Galois Field can be translated to simple bitwise XOR operation  

3.1.2 MULTIPLIER IN GF (2^4) 
 Sub Bytes is a nonlinear transformation that uses 16 
byte substitution tables (S-Boxes). An S-Box is the multiplica-
tive inverse of a Galois field GF(2^4) followed by an affine 
transformation. Although two Galois Fields of the same order 
are isomorphic, the complexity of the field operations may 
heavily depend on the representations of the field elements. 
Composite field arithmetic can be employed to reduce the 
hardware complexity. 
Three multipliers in GF(24) are required as a part of finding 
the multiplicative inverse in GF(2^8). Figure 1.2 shows the 
GF(2^4) multiplier circuit. As can be seen from the figure the 
GF(24) multipliers consist of 3 GF(22) multipliers with 4 XOR 
Gates and with constant multiplier θ.  

   
 
 
 
 
 
 
 
 
 
 

 
Figure 1.2 GF(24) Multiplier 

3.2 ADDROUND KEY TRANSFORMATION 
In the AddRoundKeytransformation, a round key is added 

to the state by Bitwise Exclusive-OR (XOR) operation. Figure 2 
illustrates the AddRoundKey. This transformation is the same 
for both encryption and decryption. 

 

 
Figure 2. Add Round Key 

 

3.3 SHIFT ROWS TRANSFORMATION 
Shift Rows is a cyclic shift operation in each row of the 

State. In this operation, the bytes in the first row of the state do 
not change. The second, third, and fourth rows shift cyclically 
to the left one byte, two bytes, three bytes, respectively, as il-
lustrated in Figure 3. The reverse process, inv Shift Row, oper-
ates in reverse order to Shift Rows. 
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Figure 3. Shift Row and its inverse transformation 

3.4 MIX COLUMN TRANSFORMATION 
The Mix Column transformation is performed inde-

pendently on the state Column-by-column. Each column is 

considered as four term polynomial over GF (28) using Figure 

4. and multiplied by 

a(x) modulo (x4 + 1) where a(x) = {03}x3 + {01}x2 + 

{01}x + {02}This transformation can be expressed in matrix 

form as 

 
            Figure 4. Mixcolumns and its inverse transformation 

4 PROPOSED WORK OF FULL-PARALLELISM 
The Full-parallelism model, shows in Figure 5. illustrates 

the MixColumns-4 processors are the throughput bottlenecks 
which determine the performance of the cipher. Therefore, 
parallelizing the SubBytes process with more than four pro-
cessors would only increase the area and power overhead 
without any performance improvement. 

 
 

 
Figure 5.Dataflow diagram of full-parallelism 

5 BASE PLATFORM 
ModelSim provides seamless, scalable performance and ca-

pabilities. Through the use of a single compiler and library 
system for all ModelSim configurations, employing the right 
ModelSim configuration for project needs is as simple as 
pointing your environment to the appropriate installation di-
rectory. 

ModelSim also supports very fast time-tenet-simulation 
turnarounds while maintaining high performance with its 
new black box use model, known as bbox. With bbox, non-
changing elements can be compiled and optimized once and 
reused when running a modified version of the test bench. 
bbox delivers dramatic throughput improvements of up to 3X 
when running a large suite of test cases. 

 
TABLE 1 

COMPARISON OF THROUGHPUT AND NUMBER OF CORES REQUIRED 
BY DIFFERENT IMPLEMENTATIONS   

 
Implementa-
tion 

Area  Delay              Route  
Delay 

Throughput  
(cycles/byte) 

OTOP 21647 307.909ns 
 

202.047ns 223.875 

Parallel 
Mixcolumn  

21647 232.742ns 115.912ns 
 

136.250 

Fullparallelism 
Decryption 

4.375 232.245ns 115.562ns 4.375 

 
 
Table 1 shows the comparison of area and delay reduction 

achievement in full parallelism decryption process 
 

CONCLUSION 
This paper has been presented the full Parallelism on a fine-

grained many-core system and the software implementation 
exploits both encryption and decryption process of different 
levels of data and task parallelism. The proposed design re-
quires reduced number of cores by applying parallel pro-
cessing technique and the approximation of 18 percent of area 
reduction can be verified in decryption process using Model 
sim. 
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FUTURE WORK 

Since AES implementation is not only fit for software im-
plementations, but also suitable for efficient hardware designs. 
An efficient area analysis on software comparison of decryp-
tion process and the full parallelism techniques can be with 
one time one processor and parallel mix column implementa-
tion.  
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